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the analysis of the film. The spatial reconstruction 
program was written mostly by Dr. Lloyd Fortney. 
Miss Janice DeMoulin did a major fraction of the work 
necessary to determine the abundance of sigmas in the 
film. Lauren Cagen, Mrs. Sheila Morrison, and Miss 
DeMoulin were of great assistance in studying back-

I. INTRODUCTION 

SINCE the first development of the subject by 
Goldberger and others,1 forward dispersion rela­

tions have been extensively used in the phenomeno-
logical analyses of ir-N,2 K-N,z and N-N* scattering 
data. The technique has had a somewhat limited suc­
cess, however, due to the presence of three adverse 
factors: (a) ignorance of total cross sections in the high-
energy region, (b) ignorance of the magnitudes of the 
residues at certain poles, and (c) the presence of un-
physical regions in the dispersion integrals. The dis­
persion relations have hitherto been used as identities 
for the real parts of the forward scattering amplitudes 
in terms of certain integrals over total cross sections. 
We wish to demonstrate in this paper that if these are 
converted into suitable inequalities, the factors (a) and 
(b) need no longer be problems while the difficulties 
associated with the factor (c) can be rendered much 
less severe. I t is, however, true that in this process, we 
lose some of the information which is in principle con­
tained in the canonical identities. 

Section I I begins with a derivation of these inequali-

* Work supported by the U. S. Atomic Energy Commission. 
1 M. Gell-Mann, M. L. Goldberger, and W. Thirring, Phys. 

Rev. 95, 1612 (1954); M. L. Goldberger, ibid. 99, 979 (1955); 
M. L. Goldberger, H. Miyazawa, and R. Oehme, ibid. 99, 986 
(1955). 

2 H. L. Anderson, W. C. Davidon, and U. E. Kruse, Phys. Rev. 
100, 339 (1955); U. Haber-Schaim, ibid. 104, 1113 (1956); T. 
Spearman, Nucl. Phys. 16, 402 (1960); F. Salzman and G. 
Salzman, Phys. Rev. 120, 599 (1960). See G. Puppi, Proceedings 
of the 1958 Annual International Conference on High-Energy 
Physics at CERN (CERN, Geneva, 1958), p. 43 for further 
references. 

3 See R. H. Dalitz, Proceedings of the 1958 Annual International 
Conference on High-Energy Physics at CERN (CERN, Geneva, 
1958), p. 191 and R. Karplus, L. Kerth and T. Kycia, Phys. Rev. 
Letters 2, 510 (1959). 

^Riazuddin, Phys, Rev. 121, 1509 (1961), 

grounds, analyzing candidates, and scanning. The 
difficult scanning job was done mostly by I. Ullestad, 
R. Firestone, L. Spitzer, J. VanHorne, T. Holke, T. 
Lane, and K. Maas. 

I am indebted to Professor Bunji Sakita and Professor 
Robert Sachs for theoretical illumination. 

ties for w±—p scattering under very weak assumptions 
regarding the asymptotic behavior of the amplitude. 
These results are then extended by observing that the 
T~—p total cross section seems to be always somewhat 
larger than the ir+—p total cross section beyond a certain 
energy. Still further inequalities can be proved if we 
are willing to assume that the real part of the amplitude 
does not increase like energy itself at large energies. 
Evidence for this assumption is somewhat ambiguous, 
but it seems intuitively rather plausible. 

Section I I I is concerned with the K±—p system which 
is a typical example where both unknown coupling 
constants and unphysical regions occur. We show how 
inequalities can be written down which do not involve 
coupling constants provided their signs are known. 
These signs depend essentially only on the relative 
parities of the particles involved and are rather well 
established for this system.5 The section concludes with 
some remarks on the unphysical region. 

The Appendix describes how one can derive a whole 
class of simpler inequalities from the previous results 
and follows the discussion of a similar problem by the 
author in a different context.6 

The extension of the foregoing considerations to 
other scattering processes is fairly trivial and is not 
therefore considered in this paper. 

For the benefit of the reader interested primarily in 
the results, we mention that these are contained in 
Eqs. (II.9), (11.16), (11.23), (III.4), (III.6)-(IIL10), 
and the Appendix. The principal conventions about 

5 A summary of the evidence and detailed references are to be 
found in G. A. Snow, Proceedings of the 1962 Annual International 
Conference on High-Energy Physics at CERN, edited by J. Prentki 
(CERN, Geneva, 1962), p. 795. 

6 A. P. Balachandran, EFINS-63-67 (unpublished); J. Math, 
Phys. (to be published), 
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We develop a class of inequalities involving the real parts of the forward scattering amplitude at arbitrary 
energies and certain finite integrals over total cross sections. These should prove useful in the resolution 
of phase shift ambiguities in the analyses of scattering data and are sufficiently flexible to be applied even in 
situations where, for instance, the magnitude of the residue at a pole is not known. 
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notation are explained at the beginning of Sees. I I and 
•III, in the three paragraphs which follow Eq. (II. 8) 
and in the ones which include Eqs. (11.11) and (III.7). 

II. THE n-p FORWARD SCATTERING AMPLITUDE 

Let co and k denote the laboratory energy and mo­
mentum of the pion and let mT and m^ denote the pion 
and nucleon masses. The twice subtracted forward dis­
persion relation is then 

Re/ - («) = 
2f 

-a+bo)-\—P 
CO+COjy /. u mv 

-Im/_(a/) Im/+(»') 
X 

co'+co • ] • 
w ^ ^ T , ( n . i ) 

where /T(W) are the ir^—p forward scattering ampli­
tudes, jf2 = 0.08 andcoiv=w7r

2/2wiv. For (II. 1) to be true, 
it is sufficient that /_(«) be 0(co1+5 ln*co) for 8<1 and 
for some a as co —>oo in any direction. If <T=F(CO) are the 
total cross sections, fe (co) are normalized such that 

Imfe(a))=(k/4:T)crT(o:), o)>mT. (II.2) 

The symmetry relation 

/ _ ( - « ) = / + ( « ) (H.3) 

is also necessary to derive (II. 1). 
The symbols 0 and o will often be used in this paper 

in certain well-known senses. Thus, jL(co) = 0(co) as 
co—-> a means that |/_(co)| <C|co| for some fixed C as 
co —» a while /-(co) = o(co) as co —> a means that | /-(co) | 
<e|co| for any e>0 as co—»a. The latter in particular 
can also be written as /_(co)/co —> 0 as co —» a. 

We will derive inequalities for the values of /_(co) 
only at energies with an immediate experimental sig­
nificance. I t is easy enough, however, to extend these 
results into inequalities involving its value at any real 
or complex point by techniques similar to those de­
scribed in Ref. 6. 

Let o){ ( i = l , 2, • • •, p) be any p distinct points at 
which Re/_(co) is known through, for instance, a phase 
shift analysis and let co* (i=p+l, p+2, • • •, n) be the 
negatives of any n-p points at which Re/+(co) is known. 
Further, let Ei (i=l, 2, • • •, n—3) be some real vari­
ables. Define 

n («-E<) 
g_(co) = /_(co)- -, n>3 (II A) 

where the product in the numerator is to be set equal 
to one if n=3. We assume that /_(co) = 0(co2+5 lnaco) 
for 5 < 1 and for some a as co —><*> in any direction. For 
real directions, this is almost certainly true, being much 
weaker than the Froissart bound.7 The dispersion rela­
tion for g_(co) with these assumptions reads 

2f Ufav+Ei) 
Reg_(co) = — r ^ — + E 

R e / _ ( c o y ) I I ( « i - ^ ) 

(0)+0)JSf) Ji(0)N+0)i) 3 (CO —COy) U ( c O y — CO )̂ 

P f rIm/_(co')II(a>'-E<) Im/+(«') U V + £ < ) 
H / doi'l 

irJmT L (co'—w) TL(co'—en) (co'+co) I I (« '+«*) co'+co*) J 
(II.5) 

where the principal value is to be taken at each of the co* and at co. The relative minus sign of the two terms in the 
integral has come about from the identity 

n (-«'-£<) n («'+£*) 
*=1 i=l — (II.6) 

n n 

n (-w'-cov) n («'+«o 
and is important for our analysis. 

The Froissart bound7 also implies that Re/_(co) = o(w2) a s w - > » along the real axis. Therefore, g_(co) = o(l/co) 
or the coefficient of 1/co on the right side of (II.5) must vanish as co —* 00. That is, 

TUt*s-Ei) 
m<*'-Ei) JLW+EiY IKwv+Ei) i P 1 - r 11 ( » ' - £ * ) ll(co'+£<)-J 

2 / 2 - r - - + E R e / _ ( c o , ) - - - - / cfco I m / _ ( c o O T - r ^ - + I m / + ( c o ' ) - 7 — - 1 = 0. (II.7) 
LL(o)N+a)i) 1 il(uj—oii) irJrn* L II(co —coij IKco+co^J 

«5^i 

7 M. Froissart, Phys. Rev. 123, 1053 (1961); A. Martin, Proceedings of the 1962 Annual International Conference on High-Energy 
Physics at CERN, edited by J. Prentki (CERN, Geneva, 1962), p. 566. 
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At the negative coy, Re/_(coy) can be expressed in terms of Re/+(—coy) through the symmetry relation (II.3). The 
sum rule (II.7) thus involves only measurable quantities. For sufficiently large co', each term of the integrand is 
positive definite since Im.f^(o)f) is so because of (II.2). Therefore, cancellation between these two terms cannot be 
responsible for the convergence of the integrals. But since the integrals must necessarily exist if what we have 
assumed about Re/_(co) is correct, IITI/T (CO) must in fact bej? (co2/lnco) and not merely 0(co2+5 lnaco) as co —> oo along 
the real axis. We will often encounter this type of result in our subsequent analysis.8 

Let us now define two real energies cor and co? such that cor>maxcoi (1= 1, 2, • • •, p) and coj>max|co{| (i=p+l, 
p+2, • • •, n). We can then rewrite (11.7) as 

- 2 / 2 + X Re/_(coy) / duf Im/__(co') / da' Im/+ (co') 
H(oON+a)i) i IK^i —W») TjfMr I K ^ — «<) TJm* I I («'+«*) 

i p n(^-^) i r uw+Ei) 
7T J Wr 1 1 (CO —CO i) IT J ul 11 (CO +0)i) 

It is convenient to introduce a few definitions at this point: (a) For any real a and b with a<b> {Ei}^D{afi) if 
some pairs of E* are equal and assume any real value and the rest are constrained by the inequality a<Ei<b. 
(b) corG^p(cog) if cor>maxco4- (i—q,q+l, "',q+p)- (c) For a real w, oir€zFj>(a>q,w) if cor>maxcoi (i=q, g+1, 
• • •, q+p) or cor > w according as whether maxco*> w or w>maxco^ for i=q, q+1, • • •, q+p. In this case, if maxcoi=w, 
cor should be >w. The corresponding notation for ooi can be illustrated by observing that in (II.8), cozG-£»-?( | cop+i |). 
(d) For a real JJL, {CO*}G^(M) if all the co* are >ju. (e) {coJG^M if all the co* are >JJL. (f) {co^G-S^—AO if all the co» 
are < — ju. 

The definitions (a), (d), (e), and (f) will also be used for the individual co,\ Thus, for instance, if only the first p 
of the co/s are >/*, we will write CO*G-#(M) (i— 1, 2, • • •, #). 

The contents of this notation will perhaps be clarified if it is observed that if all the oo% are iT—p points, {co,} 
G^(wr)while if only the first p of them are ir—p points and the rest negatives of w+—p points, o)x^R{mir) for 
i=l, 2, • • •, p and <*)t€zS(—tnv) for i=p+l, p+2, • • •, n. 

The domains of cor and co? have been so defined in (II.8) as to render the products II(co'—co*) and n(w/+co»-) posi­
tive definite on its right side. Therefore, since Im/=F (co) are also positive definite, the right side as a whole is so when 
(£;}G£>(-coz,cor). That is, 

ffw+E,) SCcoy-E,) 5V-.Ei) 
_ 2 / 2 + 1 R e / _ y / du'Im/_V) 

n («JV+W») n («j—w<) * n (a/—wo 

/ Ao'Im/+(»') > 0 (II.9) 

if the first p of the co/s SR(mv), the rest of the co/s &S(—m^), a>i€zEp((ai), cozG£n-p( Ico^i |) and {£,•}£!>(—wj,cor). 
This is the first of the promised inequalities and has the interesting feature that it allows the use of ir—p and 
ir+—p data simultaneously. Incidentally, it is not permitted to set both cor and co* equal to infinity in (II.9), for 
then, we get back (II.7). The inequality of course gets stronger with increasing co,. and to*. 

The reason why we arranged for a minus sign between the two terms of the integral in (II.5) should now be 
clear. If it had been a plus, we could not have got any inequality involving only finite integrals without extra 
assumptions regarding the relative magnitudes of the two total cross sections. This last observation will be de­
veloped further presently. [Cf. Eq. (11.16) with condition (a) and £n-3= — °°.] 

8 See, in this connection, D. Amati, M. Fierz, and V. Glaser, Phys. Rev. Letters 4, 89 (1960); M. Sugawara and A. Kanazawa, 
Phys. Rev. 123, 1895 (1961); S. Weinberg, ibid. 124, 2049 (1961). 
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It is instructive to rewrite (II.9) in terms of f+(a>): 

rr. r . II(»y-£i) D 

Il(«iv--E<) i P rr 

•V2— r + £ Re/ + (a , y )— / da'1mf+(f*'; H(a>N—o)i) n(w.?—Co*. 

!!(«'+£<) 
X — / </co'Im/_(a/) > 0 (11.10) 

whenoj rG^p(wi), wzG£w_p(|coj,+i|) and {E»}GZ?(—w«,wr). The o>; ( i = l , 2, • • - ,^)now correspond tow+—ppoints 
and the rest of the cô  correspond to negatives of the TT~— p points. 

To proceed further, let us assume, as is indicated by experiments, that <r_(a>) ><r+(a>) for co>coo where coo is to 
be determined empirically. Let 

Im/_(co) = Im/+(co)+^_(co), (11.11) 

where <p~(co) > 0 for co>co0. In the first instance, let {o)i}^R(mr)9 that is, let all of them be ir~—p points. We can 
rewrite (II. 7) in the form 

n<»*+*> ^s~Ei) 

-2f + £ Re/-(av) 

/ <fc»V-(«) / <fo'Im/+(«') + 
IVm* IK" ' — CO,-) Wm» Lll(w' — Wi) II("'+«») J 

xi„r nv-«i) J., Ln(«'-«o nv+«,)J 
where « rG^»(«i,wo) and COJG-EK(WI). The first integral on the right side of (11.12) is positive if {E»}G-D(— °°, «r). 
Since all the on are positive and <oj>maxco;, it is true that 

1 1 
- > — > 0 . nv-«<) n(«'+«o 

Since also 

nv-^)>o, 
ii(«'--E.)+nv+£«)>o, 

when £ , < 0 for every i, we have 

nv-^ ) IK«'+^) 
- > -

IK»'-«<) n(«'+«<) nv+«<) 
when £ , < 0 . Putting all these together, we find 

ai(<o'-iy+nv+£»)]>o 

(11.13) 

(11.14) 

(IL15) 

Mim+Ei) ff(«y-£<) n 
-2/2 + Z Re/_(»y) 

W 7 = 1 n IT / 

n (*'-£*) 

n (wiv+^i) n (wi—wo 
*7^7 

•I &>>_(«') / dw ' Im/ + («0 

n («'-«*) 

X 

r n—3 

n w-Et) 1 *=i 

1 n 

j n («'-«*) [ •£=! 

ff («'+&) 
* = 1 

w 

n («'+»<) *=1 

> 0 (11.16) 

if any one of the following conditions are satisfied: (a) All the (a%Q:R{mv), wrG^n(wi,coo), o)i£:En(a)i) and Et<0. 
(b) The first # of the c o ^ G ^ ^ ) , the rest of the « £ 5 ( - w r ) , the choice of the o>,- is such that (11.13) holds for 
oo'>ooi, corGFp(a)hQ)o), «zG-En( |«i |) and Ez<0. (c) cor£EFp(a)hooo) and coiG-En(|«i|), and {£4}G£>(—m, «i) or 
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{£;}££>(—cot, o)r) according as whether on<cor or coz>cor. The {a>i} here are the usual mixture of ir^—p points. 
This last condition follows directly from (11.12) while (b) is evident from the derivation leading to (11.16). 

It may be useful to observe that we do not really require <p_(co) to be positive definite for all co>coo. It is suffi­
cient if 

1 p IL(<*'-Ei) 
- W « T — ->0 (11.17) 
^ « r I I (^ — Ui) 

for the appropriate values of Ely or in case it is negative, if the second integral in (11.12) dominates the first for 
these E{. Equation (11.17) looks rather plausible since at the observed energies >co0, <p-(<*>) is positive while the 
contribution from a possible change of sign of c?_(co) at higher energies tends to get suppressed by the extra factor 
1/co'3 in the integrand. If desired, the high-energy contribution can be suppressed further by reducing the number 
of Ei to n— 3— 2q for some integer q. This will change the factor 1/co'3 to l/co/3+2p while leaving the inequalities 
unaltered. 

Observations seem to reveal that total cross sections approach constants at high energies which implies that 
Im/=F (w)~ (w/47r)(rrp (oo) for large co. Due to the incoherence of many phase shifts and to the dominance of inelastic 
channels, we would also expect Refy (w)/Im/^ (co) or equivalently, Re/=p (co)/co to tend to zero with increasing en­
ergy. Slightly weaker assumptions than these are sufficient for our purposes. Thus we shall assume that f-(co) 
= 0(co1+5 lnaco) for 6<1 and for some a as co —> oo in any direction and Re/_(co)/co—> 0 as co—> oo along the real 
axis.9 If we choose n—2, instead of n—3, E/s with n>2, (II.7) is seen to be replaced by 

Ufa-Ed „ 
2f—-—+ERe/-(^)- - — / ^ I l m / . ( c o 0 - — — - I m / + ( c o O — - — U , (11.18) 

where the products in the numerators are as usual to be set equal to one if w=2. Write this equation in the form 

IMfOi-Ei) _ 
Jli^+Ei) T P r»T IL(f*'-Ei) P rl 

2 P / , + £ R e / - ( ^ ) — - — / ^ V - ^ ' ) - — - — / do'lmMo') 
ll(»iv+Wi) ) 11 («/—"•) vJm* H(co —a>i) irJmr 

|-II (</-£*) ILW+Ei)-] I f , , , JLb'-Ei) I f , 
LIKo'—Ui) IX(co'+Wi)J irJ Ur II(w'—«*) "v«» 

rILW-Ei) ILfr'+Ei)-] 
x . (ii. 

LlI(«'-«<) n(«'+«i)J 

19) 

With the stated assumptions, the two infinite integrals in (11.19) will exist.8 Let {o)i}^R(mv) and cor,zE£w(coi). 
Since 

n(^-^)-n(^+^)>o 
and 

IL(w'-Ei)>0 (11.20) 

for E{<0 for every i, the last integral is positive in this range of Ei because of (11.13). If we assume further that 
<P-(o>) > 0 for co >co0, (11.19) yields 

2/2
TT/ , + E R e / _ W - / A»V(«')=— " / MTmMa') 
ll(0>N+0)i) i ll{0)j — «•) TJm* I I (CO — C0j 7T./mir 

rIL(s*'-Ei) m<*'+Ei)-\ 
X ^ > ° (H.21) 

for corEFn(coi,co0), coz££n(coi) and £ ? <0 . For fixed E* (i= 1, 2, • • •, »—3), the left side of (11.21) is linear in En^2 

and will therefore be positive for — oo <En_2 <0 if it is positive at the points En^2= — °° and En^2=0. The point 
9 These are, however, stronger than what is required to prove the Pomeranchuk theorem, I. la. Pomeranchuk, Zh. Eksperim. i 

Teor. Fiz. 34, 725 (1958) [English transl.: Soviet Phys.—JETP 7, 499 (1958)]. See also Ref. 8. 
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En-2= — °° gives us back (11.16) while E n _ 2 = 0 gives 
n—Z n—Z n—Z 

TL((*N+Ei) ILto-Ei) n ILW-Ei) 
i=i i=i P rwr i=i P r»l 

2p0)N—— . - + £ R e / - ( w i ) w r ^T^ / d<*>'<p-(o>'W / da>' Im/+(&>V 
" ' Oi) TTJmx I I fa' — <*>i) irJmir n (cojv+co;) I I (wy—w*. 

x 
n (»'-£<) n («'+£*) 

> 0 (11.22) 

when Z ^ < 0 (/= 1, 2, • •, »—3). We should now set £ n _ 3 also equal to zero since En-z= — <x> gives back (11.16) 
with its -Ew_3=0. Proceeding in this way, we finally get 

2/2-
0>N" 

Jl(0)N+0)i) 

- L Re/-(o>y)-
2=1 

p r>wr 

- da' *-(»')-
p po>i 

nv-c*) 
do)f Im/+(«')&/"-

X 

IK^-OX) ncco'+ox) 
> 0 , (1123) 

where {a>i}£^(^7r), corGFn(coi,a;o) and coz£En(coi). This equation is also true if the last n-p co/s denote negatives 
of the 7r+—p points provided cor£jFp(coi,coo), coz£.En(|coi|) and the choice of the o>»- is such that (11.13) holds for 
Co'^CO;. 

If <p-(a)) is not positive definite for all co>co£, we require instead that 

1 r00 w'n-2 

- / &>V(co') > 0 . 
*V«, I I (w' — W*) 

(11.24) 

If it also turns out to be negative, it is sufficient if the right side of (II. 19) is positive when all the Ei are zero. 

III. THE K-p FORWARD SCATTERING AMPLITUDE 

The K~—p forward dispersion relation reads 

co2 pfo ' Im/L(o>') co2 r» <fo'Im/+(«') 

with 

and 

/A* fr coz raw' l m L w ' coz f00 cfco' ImMco'j 
Re/L(a>) = — - + - ^ — + a + & a > + - P / — ~ + - P / ^ — 

CO —COA CO —COS 7T J n 0)'2 ( a / — Co) 7T JO T J s : Co'2 ( c o ' + C o ) 

- , co>/x (III.1) 

co\ = - -, X=A,2 
2MN 

IniN 
(III.2) 

The residues /A2 and / s 2 at the A and 2 poles have positive signs since the K-A. and the K-% relative parities 
are odd.5 

If f-(co) = 0(co2+s lnaco) for some a and for d < 1 as co —> oo in any direction and if Re/_(co) = o (co2) as co —> oo along 
the real axis, we can prove a sum rule similar to (II.7): 

n W-E>) n fa-Ed 
1 +/s2 - £ Re/_(«y)-

I I («y - -E , ) 
* = 1 

n (̂ A—cô ) n (̂ 2—<»>i) 
i = l £=1 

J= l 

I I («y—<0i) 

n («'+£<) n («'-£*) „ 
p /•« ,-=i p p ,r=i 

/ dw'Im/_(«') / d » ' I m / + ( « ' ) = 0 . (III.3) 
W " " . . irJmK » 
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The ranges of the indices have been indicated in (III.3) as a reminder. The first p of the co* are taken to be K~—p 
points (not necessarily in the physical region) and the remaining w» are negatives of K+—p points. We know that 
Imj% (co) will vanish like k as co —> MR if we exclude the improbable situation where the total cross section becomes 
infinite at zero kinetic energy. This follows trivially from the optical theorem. However, since there is no such 
restriction at the point CO=M, Im/_(co) may not even vanish (let alone vanish sufficiently fast) as co —> /*. The prin­
cipal value integral may therefore diverge if Q)1=JJL SO that we should require O^£-K(AO f° r i— 1> 2, • • •, p. Choosing 
an G)r€zFp(a)i,mK) and an cozGi^-pdco^il) , w e learn from (III.3) that 

n— 3 n— 3 n— 3 

n(»A-£«) IK«Z--E<) n>,~-E.-) 
/A2 + / s 2 + Z Re/-(co3) • 

n n j=i n 

n (o)A~o)i) n 0^2—w<) n (<*>*— <*>*•) 

/ d»'1mf-(u') / da'Imf+fa') > 0 (III.4) 

I I (W -CO;) J ! (w'+CO*) 

when {£*•}£:#(—wj, wr). The unphysical region has not been removed from (III.4), this point will be discussed 
later on. When the argument of /_(co) becomes negative, the analog of the symmetry (II.3) can be used to calculate 
its value. 

Since the magnitudes of /A2 and / s 2 are but poorly known, we shall now proceed to eliminate them from (III.4). 
Rewriting it in the form 

i p p m^-Ei) 
L R e / _ W / cico'Im/_(co') 
i IKwi~~w*) tip TI(<*' — <»>i) 

%7^i 

/ da' + («') > — /A
2 ys

2 . 
'mK II(« '+Wt) IK^A — CO;) U ( » 2 —«») 

we observe that we have essentially to search for ranges of Ei which will make the right side positive. Two cases 
are possible: 

(a) JJ,(oo\—o)i)>Oy \ = A , 2 . In this case, the right side is positive if (i) an odd number of Ei are >cos, (ii) an 
even number of the remaining Ei satisfy C O A < ^ < C O S and (iii) the rest of the Et£:D(— oo? COA).. 

(b) II(wx--cot)<0, X=A, 2 . In this case, the right side is positive if (i) an even number of Ei are >cos, (ii) an 
even number of the remaining Ei satisfy coA<Ei<cos and (iii) the rest of the E£zD(— <*>, COA). 

Combining these with the restriction {E»-}£Z>(—coz, cor), we finally arrive at the inequality 

n («/-£*) n n (»'-£<) „ n («'+£*) 
ERe/_(coy) • / &>'Im/_(ft)') / &>'Im/+(« ') > 0 , (III.6) 
3 = 1 M 7 T . / W IT J n 

n («y-«o " n (»'-«<) m* n («'+<*) 
I T ^ J 4 = 1 4-»l 

when ar(EFp(coi,niK), cozG^n-pClcop+il) and (i) an odd (even) number of £* are contained in cos<£*<co r, (ii) an 
even number of the remaining Ei are contained in COA <Ei <cos and (iii) the rest of the £;££)(—co*, COA) if Ilfax—<«>t) 
> 0 ( < 0 ) . Here only the first p of the co* need belong to R(ji). Notice that JKwx—ai) > 0 or < 0 according as whether 
^ is even or odd. 

Experimental evidence indicates that or_(co)>cr+(co) for every finite co. This means that Im/_(co) —Im/+(co) 
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= <p_(co) > 0 for o)>ntK. The analog of (11.16) is therefore 

nV-E;) nVz-E.-) n («,-£<) „ n («'-£.•) 
i = l *=1 n , = l P rm* ,- = i 

A 2 + / s
2 + E Re/Lfo) / &,' Im/L(o>') 

r r (COA—co*) n (̂ s—w») n (o>j—o>i) n (w'—w*) 
i=l i=l i ^ ; i=l 

S V - ^ ) „ n («'-£<) n («'+£<) 
P rWr *=i P rwz r*=i *=i i 

/ du'<p-(a') / Jco/Im/+(co/) + > 0 (III.7) 

n («'-<*) n («'-«*) n («'+»*) 
i=l £=1 i=l 

if any one of the following conditions are satisfied: (a) {co*}6:/£(//), a>r€:Fn(a)i,mK), o>zG^»(coi) and £ , < 0 . (b) The 
first p of the co/s £E22(/z), the rest G ^ ^ m z ) , the choice of the cô  is such that (II. 13) holds for a/ >ooi, cor£Pp(coi,wic), 
COJEP^(|COI|) a n d £*<0- (c) o)rGFp(^hmK) and coz£En(|coi|), and {£*}£#(—^J? w 0 o r {£;}££>(—coz, cor) ac­
cording as whether coz<cor or coz>cor. Here too, only the first p co* need belong to R(JJL). 

We can eliminate the f\2 terms easily. Thus 
n— 3 «-—3 n—3 

£ R e / - ( « y ) / da/Irn/_(a/) / &>V_(a>') 

n (wy—«») n («'—wo n <y—< )̂ 
i ^y 4=i t = l 

n—3 w—3 

n (»'-£*) iiiv'+Ed 
P rat r.--i *=i n 

/ d»' Im/+(co') h > 0 (III.8) 
TTJmK L " B J 

n («'-»<> n («'+«<> 
i=l i=l 

if (a) » is odd, {wf-}GJB(jLt), wrGF«(wi,wJB:), COJE£W(COI) and E , < 0 , or (b) the first £ of the o)i^R(ji), where £ is 
odd, o)rGFp(o)hmK), ooiGFn(\o>i\), (11.13) is true for co'>coz and P*<0 , or (c) oor^.Fv(oohmK)j o>i€zEn(\wi\) and 
(i) an odd (even) number of Ei are contained in cos<^<min{cor,coz}, (ii) an even number of the remaining Ei 
are contained in COA<£;<COS and (hi) the rest of the Ez(ED(—ooi, COA) if II(«x—w»)>0(<0). 

Finally, if /-(co) = O(co1+5 lnaco) for 5 < 1 and for some a as co —» oo in any direction, Re/_ (co) = 0 (co) as co —» oo along 
the real axis and <p_(co) > 0 for oo>mK, 

C 0 A
n ~ 2 C 0 S

n _ 2 » C O / " 2 P fm* C 0 , n ~ 2 

/ A 2 + / s 2 + Z Re/L(«y) / Jco' Im/_(co') 
M M i = i w 7r7M

 W 

n(wA-coz-) 11(̂ 2—«<) n(«y—«*•) n(w'—«i) 
f=l i = l t?^y i = l 

p p co/n~2 p /•«' r i i i 
/ du'v-W) / A o , I m / + ( » , V H > 0 , (III.9) 

i—l i=l i=l 

if {W»}G-B(M), corGPn(wi,wx) and co^G^(coi). If only the first ^ of the CO»GS(M), we require instead that cor 

GFp(coi,mK), cozG^n(|coi|) and (11.13) be true for a/>;a>j. 
The elimination of the / \ 2 terms is now trivial and the result in either case is 

n cojn~2 P rmK u'n~2 P rUr oo'n~2 

E Re/_(co;-) / doo' Im/_(coO / &>>-(«') 

n ( « i - « , ) * h IKco'-co,) *JmK fKco^co.) 
»5^y t = i t = i 

P rwz r 1 1 "I 
— / doo' ImZ+Cw'VH > 0 , (III. 10) 

"IKco'-co,) IKco'+co,)" 
*=«1 i = l 
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if an odd number of w£B(/i), the rest of the cot-
£S(—wje) and the restrictions on tor,i are unaltered. 

As we have already observed in the previous section, 
the demand that <p_(co) be non-negative for a>>niK can 
be relaxed a great deal in the inequalities starting from 
(III.7). 

All the equations of this section involve contribu­
tions from the unphysical region n < co < MR of theK~—p 
scattering. It is unfortunately true that unitarity in the 
unphysical region does not impose any positive definite-
ness condition on Im/_(co) and this is precisely what 
prevents us from getting rid of these terms. It is, how­
ever, sufficient for our purposes if we can get an idea of 
the signs of these integrals for an appropriate range of 
the Ei's and this can often be done, especially in K~—p 
scattering, by simple calculations involving, for in­
stance, the known resonance contributions. Once this 
is done, it is usually possible to remove these terms by 
an appropriate choice of the parameters of the in­
equalities just as we removed the terms involving /A2 

and /s2. We emphasize that even some error in the esti­
mates of these signs can be tolerated. This is because 
our inequalities have hitherto been consequences of 
equalities of the form (II.8) where the right side is 
positive and nonzero. Therefore, when we bring over 
additional terms of ambiguous signs from left to right, 
we only require that these ambiguities do not over­
whelm the quantity which was initially on the right. 
It is important to note that we commit ourselves much 
less in inequalities than in equalities and this greatly 
reduces the chances of mistakes. We also need know 
much less to use them. We pay for these advantages by 
losing some of the information contained in the 
equalities. 

We remark in conclusion that it is possible to study 
the questions treated in this paper and in Ref. 6 in 
terms of certain reduced moment problems.10 This ob­
servation will be developed further in a separate 
publication. 
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APPENDIX 

We describe how the inequalities of the previous sec­
tions can be simplified and collect all the relevant 
formulas in this Appendix. Much of the discussion is 
taken from the Appendix of Ref. 6 although the nota­
tion has been slightly altered to a form more suitable 
for our purposes. 

After a few trivial changes of variables, any inequality 

10 J. A. Shohat and J. D. Tamarkin, The Problem of Moments 
(American Mathematical Society, New York, 1943). 

of this paper can be written as 

m—j 

n (»'-£*) 
hj=— / dwty(« V ' — > 0, (Al) 

vJv JL n («'-«,) 

when {Ei} lies in some real domain. The integration is 
always over a real range V which may possibly consist 
of several distinct pieces. The spectral function î (co) 
contains 5 functions to take into account the poles of 
hj. The subscript m of hj means that it is a function 
of Ei, E2, —',Em which occur as the product JJj=i 
X(a>'—Ei) in the numerator of its integrand. The 
superscript j means that in this product, the last j E/s 
are to be set equal to zero. This index is actually zero in 
most of the equations we have hitherto encountered. 

The following identity is often useful: 

hJ=Z(-m(P,k)hm-k^-k, p>0, (A2) 

where c(p,k) denotes the sum over all combinations of 
the p variables Z^-y.p+i, Em-j-p+2, • • •, Em-j taken k at 
a time and c(p,0) is defined to be equal to one. For 
example, 

h^hf-EM for p=l, 
= fa2-(E2+Ed)h21+E2Ezh1

0 for p=2, 
= A8

8- (E1+E2+EzW+ (E1E2+E2Ez+E,E1)h1
1 

-EiEaEsfto0 for p = 3. (A3) 

It may have been observed that p stands for the number 
of E/s with respect to which we have expanded the 
integrand and then integrated term by term. 

We write down two more useful identities. Thus, 

2p 

hj= E a2p-k
2i>E*v-khm+k_2pi+

k, (A4) 

where 
(2p)l 

a2P-k2p= ( - 1 ) * (A5) 
kl(2p-k)i 

if Em-.j-2p+i—Em-j-2p+2= • • • = Em-j—E. Further, 

hj=E 0P-kvE*v-™hm-2p_,2k^
k, (A6) 

4=0 

where 
pi 

^ _ ^ = ( - l ) " - * (A7) 
k\(p-k)\ 

if £m_y_2p+l= Em—j—2p+2— +Z£m_/_2;p+3— • • • = —Em—j 
— E. Equations (A4) and (A6) can be proved by ex­
panding the integrand in a binomial series. 

Instead of attempting to reduce every inequality we 
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have encountered into ones with no E/s at all, we shall 
discuss two representative cases {Ei}^D(a,b) for some 
real a and b and Ei<0 for every i. It is straightforward 
to handle the other equations along similar lines. Let us 
first study the case where {£J£D(a,&). With j = 0, 
(Al) then reads 

A»°>0, (A8) 

when {Ei}£iD(a,b). If we expand hm° in terms of the 
last two Ei% we have 

km° = hm
2- (Ern-l+ErJhrn^+E^EJl^. (A9) 

With the other variables fixed, we find that two cases 
are now possible: (a) Em-\—Em and assumes any real 
value and (b) a<Em-i<b, a<Em<b. In case (a), 
(A8) gives 

hj- 2Emhn^1
1+EJhm-2°> 0 (A10) 

for any real Em. Therefore, since (A 10) is quadratic 
in Emy 

[h^jKhJ-hm-f, 

km
2>0, (All) 

**-a°>0. 

To reduce case (b), observe that for fixed Em, (A9) is 
linear in Em~i and will, therefore, be positive for 
a<Em-i<b if it is positive at the end points Em-i~a 
and Em-i~b. That is, we require 

hm
2— (a+Em)hm-i1+aEmhm-2°> 0, 

hm
2- (b+Em)hm-1

1+bEmhm-2°>0. 

But these are in turn linear in Em and should therefore 
be positive for Em—a and Em=b. Only the combination 
Em9^Em-i gives a result different from (A 10) and this 
reads 

hj- {a+b)hm-il+abhm-<?>0. (A13) 

In both (All) and (A13), Ei<ED(a,b) for i=l, 2, • • •, 
m—3. Note the simplification when a or b gets un­
bounded. Thus if a= — °o? (A13) becomes 

*^i1-iAB^20>0. (A14) 

We have not succeeded in simplifying (All) and 
(A 13) still further into a set of inequalities which com­
pletely exhaust them and also contain no JE*'S at all. 
It is, however, easy to write down the inequalities im­

plied by these equations when a<Ei<b for every i. 
To find these equations, we have to set each of the Ei 
equal to a and b in turn in (All) and (A13). This will 
generate a class of functions with no E/s. We denote 
any member of this class by kj. These can be calculated 
by using (A2) or by repeated application of the identity 
(A4). It may then be shown that (All) and (A13) 
imply the following equations: 

—2p km—2—2p > 

km-2p2>0, (A15) 

km-2-2p°>0, 

km-2p2— (a+b)km-i-2P
1+abkm^2^2p°>0, 

where £=0,*1, •••, integer (J(w~2), | ( w - 3 ) } . The 
corresponding members of the class should of course 
be inserted in the first and last lines of (A15). If the 
maximum value of p is |(w—3), there will be one Ei 
left over in (A15) which is then to be set equal to a 
and b in turn. If a=b the last equation of (A15) is 
unnecessary, being already implied by the first three. 
This is clear from the discussion leading to (A13). 

Incidentally, (A 15) contains rather more information 
than that implied by the variation of every Ei between 
a and b in (All) and (A13). Thus, when the variable p 
is increased by one unit, we have effectively set a pair 
of Ei equal in (All) and (A13) and made them arbi­
trarily large. 

The case where Ei<0 for every i is easier to discuss. 
Since 

hj -> \Em-j\hm-!3' 

and 
hj=hj+1 when Em^=0, (A16) 

the technique leading to (A13) shows that the necessary 
and sufficient conditions for (A8) to be true when Ei<0 
are the inequalities 

hm-p
m~v>0, (A17) 

for p = 0, 1, • • •, m. 
The reader for whose purposes the equations of this 

Appendix are too detailed may be able to find more 
convenient ones by giving the E/s suitable values in 
the appropriate ranges in the inequalities given in the 
body of the paper. 

file:///Em-j/hm-!3'

